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ABSTRACT
Graph Neural Networks (GNNs) have emerged as the predominant
method for analyzing graph-structured data. However, canonical
GNNs have limited expressive power and generalization capability,
thus triggering the development of more expressive yet compu-
tationally intensive methods. One such approach is to create a
series of perturbed versions of input graphs and then repeatedly
conduct multiple message-passing operations on all variations dur-
ing training. Despite their expressive power, this approach does
not scale well on larger graphs. To address this scalability issue,
we introduce Scalable Expressiveness through Preprocessed Graph
Perturbation (SE2P). This model offers a flexible, configurable bal-
ance between scalability and generalizability with four distinct
configuration classes. Our extensive experiments demonstrate that
SE2P can enhance generalizability compared to benchmarks while
achieving significant speed improvements of up to 8-fold.1
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1 INTRODUCTION
Graph Neural Networks (GNNs) have applications in various do-
mains, such as recommender systems [48], protein modeling [16],
educational systems [37], and knowledge graph completion [1].
However, graph data’s complexity, scale, and dynamic nature pose
substantial challenges to GNNs, emphasizing the importance of
improving their generalization and computational efficiency.

Message-passing GNNs (MPNNs), a popular class of GNNs, fa-
cilitate the exchange of messages between nodes to integrate their
local structural and feature information within a graph. However,

1An extended version of this work is available in [42].
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MPNNs are limited by the 1-dimensional Weisfeiler-Lehman (1-WL)
graph-isomorphism test [27], and are not scalable to large graphs.

Several approaches have been proposed to enhance the com-
putational efficiency of MPNNs, such as removing intermediate
non-linearities in GNN layers [13, 14, 32, 47, 59], graph down-
sampling during preprocessing [10, 31, 44, 55] or sampling dur-
ing message-passing [8, 9, 18, 21, 51, 62]. All these approaches
are still limited by the 1-WL expressivity constraint. To go be-
yond 1-WL expressive power, a wide variety of solutions have
been proposed, suffering from scalability issues: Higher-order GNNs
[29, 33] require (at least) cubic computational complexity for mes-
sage passing [57, 60]; Feature-augmented GNNs require computing
computationally-expensive features like structural encodings [3, 6],
geodesic distances [28, 46, 58], and positional encodings [12]; and
Subgraph GNNs [4, 22, 23, 39–41, 53] typically involve extracting
multiple overlapping large subgraphs, which their cumulative size
are significantly large, sometimes to hundreds of times the size of
the original graph, rendering them impractical for large graphs.
Our approach. We introduce Scalable Expressiveness through Pre-
processed Graph Perturbation (SE2P), a model combining flexibility,
scalability, and expressiveness. Our approach offers four configu-
ration classes, each offering a unique balance between scalability
and generalizability. Through preprocessing, SE2P generates multi-
ple perturbations of the input graph by a perturbation policy (e.g.,
random node removal) and diffuses nodal features across each per-
turbed graph. Despite its diffusion similarity to SGCN [47] and its
variants [13, 14, 32, 59], SE2P leverages the expressive power offered
bymultiple perturbed graphs [4, 39] to surpass 1-WL expressiveness
limits. The flexibility of SE2P is of practical importance, allowing for
the selection of learnable or non-learnable aggregation functions
and thus enabling scalable or expressive variations of many models.
Our empirical results demonstrate significant speedup (up to 8×)
and enhanced generalizability for SE2P compared to baselines.

2 PREDICTION TASK AND BACKGROUND
We consider an undirected graph 𝐺 = (𝑉 , 𝐸) with |𝑉 | = 𝑛 nodes,
|𝐸 | = 𝑚 edges, and adjacency matrix A ∈ R𝑛×𝑛 . Each node 𝑖 ∈ 𝑉

possesses the 𝑑-dimensional feature vector x𝑖 ∈ R𝑛 , which can be
viewed as the 𝑖-th row of 𝑛 × 𝑑 feature matrix X.
Prediction Task. Graph classification or regression involves pre-
dicting a label (e.g., carcinogenicity classification [45]) or a property
(e.g., molecule solubility level [17]) for an entire graph based on
its structure and associated features (e.g., node or edge features).
Specifically, the task is formulated as a supervised learning problem,
aiming to learn a mapping function 𝑓 : G → Y, given a labeled
dataset 𝐷 = {(𝐺𝑖 , 𝑦𝑖 )}, where G is input space, and Y is class label
space (or real for regression),𝐺𝑖 is input graph sample, and 𝑦𝑖 is an
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expected label (or property). Although GNNs have demonstrated
significant success in graph classification or regression tasks [19],
their expressive power is limited by the 1-WL test [36, 49].
Perturbed GNNs. To overcome 1-WL expressivity limitation, Per-
turbed GNNs (e.g., DropGNN [39]) applies a shared GNN on 𝑅

different perturbations of the input graph (during both training
and testing). For each perturbation (A𝑟 ,X𝑟 ), some graph structure
(e.g., nodes or edges) is randomly changed. For example, DropGNN
randomly drops out some nodes for each perturbation. In perturbed
GNNs, a shared 𝐿-layer GNN operates on each perturbation to gen-
erate perturbed node representations Z𝑟 = GNN(A𝑟 ,X𝑟 ). These
perturbed embeddings are then merged into final node embeddings
using an aggregator function: Z = MERGE (Z1, · · · ,Z𝑅). Through
multiple perturbations, the model observes slightly perturbed vari-
ants of the same 𝐿-hop neighborhood around any node. Thus, even
if the non-isomorphic neighborhoods are indistinguishable by the
standard GNNs, their randomly modified variants are more likely
distinguishable, yielding higher expressive power. However, Per-
turbed GNNs (e.g., DropGNN) face major scalability issues as the
number of perturbations increases in large datasets.
Simplified Diffusion-Based Models. An approach to enhance
the scalability of GNNs is simplifying their architectures by elimi-
nating their intermediate non-linearities [13, 14, 32, 47, 59]. This
technique allows for the precomputation of feature propagation and
further acceleration. For instance, SGCN [47] removes intermediate
non-linearities in an 𝐿-layer GCN, predicting node class labels Y
using Y = 𝜎 (A𝐿XW), where 𝜎 is a non-linear function, and W is a
weight matrix. The diffusion term A𝐿X can be precomputed before
training. SIGN [14] extends SGCN by considering a set of diffusion
matrices rather than just one. The diffusion terms in our model
share some similarities with SIGN. However, unlike our method,
the expressivity of SGCN and SIGN is bounded by the 1-WL.

3 SE2P
Inspired by the expressive power of methods relying on gener-
ating perturbations (e.g., DropGNN [39]), we propose Scalable
Expressiveness through Preprocessed Graph Perturbations (SE2P). In
SE2P, we first generate different perturbations of the input graph
(e.g., through random node dropout) to improve expressiveness.
The scalability is offered by once precomputing feature diffusions
over perturbed graphs and removing the need for message-passing
during training. As illustrated in Fig. 1, SE2P generates a set of 𝑅
graph perturbations {(A𝑟 ,X𝑟 )} for graph 𝐺 with adjacency matrix
A and feature matrix X. Although SE2P accommodates any pertur-
bation kind (e.g., node removal, subgraph sampling, etc.), we here
consider random nodal removal as a perturbation due to its theoret-
ical expressiveness power [39]. In each perturbation (A𝑟 ,X𝑟 ), any
node of the original graph𝐺 is removed with probability 𝑝 . Each

perturbed adjacency matrix A𝑟 is normalized by Â𝑟 = D
− 1

2
𝑟 A𝑟D

− 1
2

𝑟 ,
where D𝑟 is the diagonal matrix of A𝑟 . To emulate the message-
passing of GNNs on perturbed graphs, we apply feature diffusion
by Â𝑟Xr. Similarly, the message passing of an 𝐿-layer GNN can
be emulated by Â𝐿

𝑟 Xr, which can be once precomputed before the
training for each perturbed graph as a preprocessing step. To en-
hance node representation in each perturbed graph, we emulate

jumping knowledge [49] by

Z𝑟 = COMBINE(X, Â1
𝑟X𝑟 , · · · , Â𝐿

𝑟 X𝑟 ), (1)

where COMBINE combines all the virtual 𝐿 layer’s output with
the original feature matrix into the node embedding matrix of the
perturbed graph. The examples ofCOMBINE can be simple readout-
type operators (e.g., column-wise vector concatenation) or learnable
adaptive aggregation mechanisms (e.g., DeepSet [54]). When the
simple non-learnable operator is deployed, we compute Z𝑟 through
preprocessing steps for more speedup.

The next step is to aggregate node representations of perturbed
graphs {Z𝑟 } to a single nodal representation matrix Z:

Z = MERGE(Z1, · · · ,Z𝑅), (2)

where several options exist forMERGE ranging from non-learnable
aggregation methods (e.g., element-wise mean) to learnable set ag-
gregations (e.g., DeepSet). While non-learnable aggregation meth-
ods such as averaging provide simplicity and computational effi-
ciency, they risk overriding and blending information across per-
turbed graphs, possibly leading to the loss or dilution of discrimi-
native information. However, all computations up to this point can
occur during the preprocessing phase, provided that aggregations
in Eqs. 1 and 2 are non-learnable. This preprocessing offers a consid-
erable speedup since the message-passing of a multi-layer GNN on
multiple perturbed graphs is emulated by one-time preprocessing
steps rather than iterative computations during training. When
more expressiveness is desired over scalability, one can employ
learnable aggregation over perturbed graphs.

For graph prediction tasks, we then apply a POOL function to
aggregate nodes’ final representations into a graph representa-
tion z𝐺 = POOL(Z), where POOL function can be non-learnable
(e.g., element-wise sum) or a learnable graph pooling method. Non-
learnable functions can speed up computation, specifically if they
are precomputable. However, they reduce the model’s expressive-
ness by lacking non-linearities. If higher expressiveness is desired,
given some computational budget, one might consider learnable
graph pooling methods such as hierarchical or top-k pooling [7,
15, 25, 52], global soft attention layer [30], set-transformer [26], or
even MLP combined non-learnable aggregators (e.g., sum or mean).
After pooling, the graph representation z𝐺 undergoes learnable
non-linearities to get the class probabilities.
How does SE2P trade-off scalability and expressivity? The
SE2P’s aggregation functions COMBINE,MERGE, and POOL bal-
ance scalability and expressivity, configurable as either learnable
or non-learnable. This creates four practical configuration classes
within SE2P, where each class is identified by which aggregator is
learnable or not. Configuration C1 maximizes scalability by making
all functions non-learnable, allowing maximal precomputation be-
fore training. Configuration C2 improves expressivity with a learn-
able POOL, while COMBINE and MERGE remain non-learnable
and pre-computable. Configuration C3 further enhances expres-
sivity by making POOL andMERGE learnable. Configuration C4,
with all learnable functions, offers the highest expressivity but the
least scalability due to minimal preprocessing. Moving from C1 to
C4 increases expressiveness but reduces scalability, as it allows less
preprocessing to ease training’s computational burden.
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Figure 1: SE2P first generates 𝑅 perturbations of the input graph with new adjacency and feature matrices (A𝑟 ,X𝑟 ). Next, node
features are diffused for each perturbation by a set of diffusion matrices. Then, the COMBINE function combines these diffused
features for each perturbed graph into feature matrices Z𝑟 . All these matrices then undergo theMERGE function to generate
the graph’s representation matrix Z. POOL is then applied to create a graph representation 𝑧𝐺 , which is transformed by an
MLP to the predicted output. The functions COMBINE,MERGE, and POOL are either non-learnable (blue circle) or learnable (red
circle). This flexibility allows us to choose between different configuration classes (C1–C4) to balance scalability, achieved by
including more preprocessing steps (blue line), and expressivity, achieved by more learnability (red line).

Table 1: Preprocessing and inference time complexities. 𝑅
is the number of perturbations, 𝐿 is the number of (virtual)
layers, 𝑛 is the number of nodes,𝑚 is the number of edges,
and 𝑑 is the feature and hidden dimensions.

DropGNN SE2P-C1 SE2P-C2 SE2P-C3 SE2P-C4

Prep. 𝑂 (1) 𝑂 (𝑅𝐿𝑚𝑑 ) 𝑂 (𝑅𝐿𝑚𝑑 ) 𝑂 (𝑅𝐿𝑚𝑑 ) 𝑂 (𝑅𝐿𝑚𝑑 )
Inf. 𝑂 (𝐿𝑅 (𝑛𝑑2 +𝑚𝑑 ) ) 𝑂 (𝑑2 ) 𝑂 (𝑛𝑑2 ) 𝑂 (𝑅𝑛𝑑2 ) 𝑂 (𝑅𝐿𝑛𝑑2 )

Our configurations for SE2P. We implemented and studied four
instances of SE2P, covering all configuration classes, with spe-
cific COMBINE,MERGE, and POOL functions. SE2P-C1 (maximum
scalability) uses column-wise vector concatenation for COMBINE,
element-wise mean for MERGE, and element-wise sum pooling
for POOL. SE2P-C2 replaces the sum pooling of SE2P-C1 with a
learnable POOL function, which consists of an MLP followed by
element-wise sum pooling. SE2P-C3 is the same as SE2P-C2 except
for leveraging Deepsets as a learnableMERGE function. The least
scalable but most expressive configuration is SE2P-C4, which re-
places the non-learnableCOMBINE of SE2P-C3 to Deepsets. Table 1
summarizes our running time analyses of these variants [42].

4 EXPERIMENTS
Our experiments aim to empirically validate the scalability and
generalizability of our SE2P models against various benchmarks.
Datasets. We experiment with four datasets from the TU datasets
collection [35] (PROTEINS [5, 11], PTC-MR [45], IMDB-M [50], and
COLLAB [50]) and two datasets from Open Graph Benchmark [20]
(OGBG-MOLHIV and OGBG-MOLTOX). For TU datasets, We use the
same dataset splitting deployed by other studies [4, 39, 49, 61]
whereas for OGB we use their provided scaffold splits.
Baselines. For TU datasets, we compare our model against WL
subtree [43], DCNN [2], DGCNN [56], PATCHY-SAN [38], IGN

Table 2: Average validation accuracy (%), TU datasets. The
best result is in bold. In parenthesis: the ranks of our model
against baselines (1st, 2nd, and 3rd are colored), and compar-
ison to DropGNNs ( =better, =comparable with difference <
0.2, and =worse). OOM denotes out of memory.

Model PROTEINS PTC-MR IMDB-M COLLAB

WL subtree 75.0 ± 3.1 59.9 ± 4.3 50.9 ± 3.8 78.9 ± 1.9
DCNN 61.3 ± 1.6 56.6 ± 1.2 33.5 ± 1.4 52.1 ± 2.7
DGCNN 75.5 ± 0.9 58.6 ± 2.5 47.8 ± 0.9 73.7 ± 0.4
PATCHYSAN 75.0 ± 2.5 62.3 ± 5.7 45.2 ± 2.8 72.6 ± 2.2
IGN 76.6 ± 5.5 58.5 ± 6.9 48.7 ± 3.4 78.3 ± 2.5
GIN 75.4 ± 5.0 63.9 ± 8.3 51.5 ± 4.0 82.2 ± 2.1
GCN 75.9 ± 5.5 64.2 ± 9.7 52.0 ± 4.1 82.6 ± 2.2
DropGIN 76.1 ± 5.1 65.2 ± 9.8 52.3 ± 3.8 OOM
DropGCN 76.1 ± 5.8 64.5 ± 9.1 52.1 ± 3.3 OOM
SE2P-C1 74.7± 5.7 (9, ) 64.5± 8.0 (2, ) 52.1± 2.8 (2, ) 79.8± 1.8 (3, )
SE2P-C2 77.6± 6.3 (1, ) 65.1± 7.3 (2, ) 52.3± 2.3 (1, ) 83.3± 2.1 (1, )
SE2P-C3 77.6 ± 5.0 (1, ) 66.2 ± 6.8 (1, ) 52.9 ± 3.5 (1, ) 83.5 ± 1.7 (1, )
SE2P-C4 76.8± 4.7 (1, ) 66.1± 8.8 (1, ) 52.4± 2.4 (1, ) 82.8± 2.1 (1, )

[34], GCN [24], GIN [49], DropGIN [39], and DropGCN.2 On OGB
datasets, we compare against GCN, GIN, DropGCN, and DropGIN.
Experimental setup. To fairly compare DropGNN [39] and SE2P
variants, we usedDropGNN’s recommended hyperparameters: drop-
ping node probability 𝑝 = 2

1+𝛾 and number of perturbations𝑅 = ⌊𝛾⌋,
where 𝛾 is the dataset’s average node degree. We set the number of
(virtual) layers to 𝐿 = 2 or 3. For TU benchmark evaluations, we
present the accuracies of the WL subtree kernel, DCNN, DGCNN,
PATCHY-SAN, and IGN, as reported in their original papers, which
all share the same experimental setup as ours, adopted from [49].
Under this experimental setup, we also reproduced the results for
GCN [24], GIN [49], DropGIN [39], and DropGCN for our scalabil-
ity comparisons. We grid-searched the hyperparameters for these
baselines and SE2P variants on the recommended search spaces

2Our introduced DropGCN has replaced GIN layers with GCN layers in DropGIN.
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Table 3: Runtimes on TU datasets. Inference time (Inf.) is the
time per epoch (avg. over 350 epochs). Run includes prepro-
cessing time (Pre.) and total inference time. SE2P are color-
coded by faster , comparable , and slower than any of base-
lines. The speedup corresponds to the ratio of time taken by
the slowest baseline compared to our model. Pre. and inf. are
in seconds, while Run is in minutes.

PROTEINS PTC-MR IMDB-M COLLAB

Model Pre. Inf. Run Pre. Inf. Run Pre. Inf. Run Pre. Inf. Run

GIN − 0.74 4.3 − 1.52 8.8 − 0.72 4.2 − 3.87 22.5
GCN − 0.71 4.1 − 0.64 3.7 − 0.73 4.2 − 2.62 15.3
DropGIN − 0.86 5.0 − 1.74 10.1 − 0.94 5.4 − OOM OOM
DropGCN − 0.94 5.4 − 0.86 5.0 − 1.19 6.9 − OOM OOM

SE2P-C1 8.7 0.27 1.7 1.8 0.22 1.3 4.0 0.23 1.4 230.3 0.26 5.3
Speedup − 3.48 3.19 − 7.90 7.70 − 5.17 4.97 − 14.88 4.21
SE2P-C2 8.7 0.41 2.5 1.7 0.28 1.6 4.0 0.37 2.2 224.2 0.72 7.9
Speedup − 2.29 2.16 − 6.21 6.02 − 3.13 3.14 − 5.37 2.84
SE2P-C3 8.5 1.34 7.9 1.6 0.70 4.1 3.1 0.82 4.8 220.2 20.06 120.6
Speedup − 0.70 0.68 − 2.48 2.46 − 1.45 1.43 − 0.19 0.18
SE2P-C4 8.5 7.06 41.3 1.4 3.58 20.9 3.0 2.61 15.3 214.7 42.86 253.5
Speedup − 0.13 0.13 − 0.48 0.48 − 0.45 0.45 − 0.09 0.08

Table 4: Average ROC-AUC (%) over 10 runs, OGB datasets.
The best is in Bold. The preprocessing and the inference time
are in seconds. The total runtime is in minutes. Color-coding
is faster , comparable , and slower than any of baselines.

Model OGBG-MOLHIV OGBG-MOLTOX21

Test Prep. Inf. Run Test Prep. Inf. Run

GIN 74.0±1.9 − 3.5 5.9 72.7±1.7 − 1.6 2.6
GCN 74.1±1.9 − 3.5 5.9 72.2±1.1 − 1.7 2.8
DropGIN OOM − − − 73.6±1.0 − 2.3 3.8
DropGCN OOM − − − 72.1±1.2 − 2.5 4.2
SE2P-C1 71.4±1.3 170.5 1.8 5.8 71.6±0.5 22.6 0.6 1.3
SE2P-C2 74.0±1.4 169.7 2.2 6.5 72.9±0.6 22.5 0.8 1.8
SE2P-C3 74.5 ± 2.6 171.6 11.2 21.5 73.5±1.0 22.6 2.4 4.4
SE2P-C4 OOM 173.1 − − 74.1 ± 1.0 22.6 11.3 19.3

[39]. For the OGB benchmark, we employed the same hyperparam-
eter tuning of the TU benchmark, and then followed the evaluation
procedure proposed in [20]: we ran each experiment with 10 differ-
ent random seeds, and models were optimized using Adam for 100
epochs. We report the average test accuracies corresponding to the
best average validation accuracy.3

Results and Discussions. Table 2 shows the validation accuracy
results on TU datasets. SE2P-C3 outperforms other SE2P configu-
rations and baselines across all datasets, improving generalizabil-
ity over all baselines ranging from 0.6% (in IMDB-M) to 1.5% (in
PROTEINS). SE2P-C2 and SE2P-C4 also show competitive perfor-
mance, securing the top three-ranked methods among all baselines
for all datasets. For instance, SE2P-C4 improves or shows compa-
rable results to all baselines in all datasets. Our least expressive
SE2P-C1 model performs sub-optimally on the PROTEINS dataset
but is relatively competitive in other datasets (e.g., PTC-MR, IMDB-M,
COLLAB) by being ranked among the top three of baselines. The
poor performance in PROTEINS might be due to the lack of non-
linearity before obtaining the graph representation and complexity
3The code is available at https://github.com/Danial-sb/SE2P.

of the dataset. Except SE2P-C1, models with perturbations outper-
form baselines without graph perturbation (e.g., GCN, IGN), indicat-
ing that graph perturbations are a simple yet effective method for
enhancing generalization. Compared to DropGNN with graph per-
turbations, SE2P configurations (except SE2P-C1) show comparable
or better generalizability and handle scalability issues, avoiding
OOM in COLLAB and reducing training times for other datasets.4

We further compare the runtime efficiency of SE2P configura-
tions with GCN, GIN, DropGCN, and DropGIN in Table 3. SE2P’s
preprocessing time ranges from almost 2 seconds for PTC-MR to 4
minutes for COLLAB. Across all datasets, SE2P-C1 and SE2P-C2 are
faster than the baselines in training and total runtime (including
preprocessing and training time over all epochs). The speedup for
total runtime ranges from 3.19× (in PROTEINS) to 7.70× (in PTC-MR)
for SE2P-C1, and from 2.16× (in PROTEINS) to 6.02× (in PTC-MR)
for SE2P-C2. SE2P-C3 has comparable runtime to the baselines (ex-
cept for COLLAB) while improving generalizability. SE2P-C4 is the
slowest model due to its longer training time. Overall, if 3-6× scala-
bility with comparable generalizability is desired, SE2P-C2 is the
best option. For maintaining baseline scalability while consistently
improving generalizability, SE2P-C3 is recommended.

Table 4 shows the results on the OGB datasets. In OGBG-MOLHIV,
SE2P-C2 achieves comparable results to the baselines while offering
a speedup of roughly 30%. SE2P-C3 outperforms baselines but at
the cost of longer training times. DropGCN, DropGIN, and SE2P-C4
faced out-of-memory issues, primarily due to the large number of
graphs (48, 127 graphs) and extensive message-passing over many
graph perturbations (for DropGCN and DropGIN) and feature trans-
formation over diffusion sets of each perturbation (for SE2P-C4). In
OGBG-MOLTOX, all methods utilizing node-dropout perturbations
(except SE2P-C1, which lacks sufficient non-linearity and expres-
sivity) outperform the two baselines without graph perturbations.
For comparable performance and faster runtime, SE2P-C2 is pre-
ferred. It demonstrates roughly a 30% speed improvement over
the fastest baseline (GIN) and a 130% speed improvement over the
slowest baseline (DropGCN). For higher generalization, SE2P-C3
and SE2P-C4 are recommended despite reduced scalability.5

5 CONCLUSION AND FUTUREWORK
We introduced SE2P, a flexible framework with four configuration
classes that balance scalability and generalizability. SE2P lever-
ages graph perturbations and feature diffusion in the preprocessing
stage and offers choices between learnable and non-learnable aggre-
gators to achieve the desirable scalability-expressiveness balance.
Our experiments on an extensive set of benchmarks validate the
effectiveness of SE2P. Future directions include exploring other
graph perturbation policies, providing theoretical analyses of graph
perturbations through the lens of matrix perturbation theory, and
developing adaptive methods for selecting the number of perturba-
tions.

4We encountered out-of-memory issues for DropGNN on the COLLAB dataset due to
the large number of perturbations per graph. Reducing the batch size allows these mod-
els to run, but the results were suboptimal. We report OOM to highlight computational
bottlenecks rather than expressiveness concerns.
5Our sensitivity analyses in the extended version [42], show that, in most cases, SE2P
models with sub-optimal hyperparameters perform comparably to those with optimal
hyperparameters, suggesting their insensitivity to hyperparameter settings.
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